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Research questions you might have about Oxford 
colleges’ endowments and age 

Descriptive/predictive questions: 
• Do older colleges have more money?
• What is the average endowment of a college that is 

X years old?

Explanatory questions (reverse causal): 
• Why do some colleges have more money than 

others? (Maybe age is the/an answer.)

Forward causal questions:  
• (What is the effect of greater age on a college’s 

endowment?) 
X Y
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Various ways to summarize a relationship 
between two variables 

• Show the scatterplot!
•Compare boxplots of one variable across categories 
of the other

• Show/report mean of one variable across categories 
of the other (binned means or kernel average 
smoother)

•Report covariance/correlation
•Report regression coefficient(s)
•Report predicted values of one variable based on the 
other from regression



8

Boxplots: which do you prefer?
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Mean endowment within 200-year intervals
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Mean endowment within 100-year intervals
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Mean endowment within 50-year intervals
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Mean age within intervals of endowment
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Kernel smoother: estimate at a point is (weighted) average 
of nearby points

overfitting?
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Covariance, correlation, and regression
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Covariance: a measure of linear association

How do x and y tend to move together, i.e. how 
do they covary? 

When x is above its mean, is y also above its 
mean? By how much?

“mean of y”
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Is the 
covariance of 
endowment 
and age 
positive or 
negative? 

When x is 
above its mean, 
is y also above 
its mean?
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Correlation: a “scale-invariant” measure of linear 
association

If you plot x and y, how closely are the points arranged on a 
line (and is the slope of that line positive or negative)?

r = −0.05
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Correlation: a scale-invariant measure of linear association

r = −0.81

gender_inequality_index_2008
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If you plot x and y, how closely are the points arranged on a line (and is the slope of that 
line positive or negative)?
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Correlation: a scale-invariant measure of linear association

“standard 
deviation of y”

Unlike covariance, correlation 
is scale-invariant: e.g. the 
correlation between x and y is 
the same as the correlation 
between 1000x and y

Why? Because correlation is 
normalized by the standard 
deviations of x and y.
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Two things to remember about correlation

• It is always between -1 and 1.
• Correlation ≠ causation.



Regression: 
linear 
prediction

If you knew how 
old a college 
was, what would 
be your best 
prediction for 
the size of its 
endowment?

What about 
your best linear 
prediction?



Regression: 
linear 
prediction

If you knew the 
average 
satisfaction with 
democracy in a 
country in 
1995-1996, what 
would be your 
best linear 
prediction for 
its corruption 
perception 
index in 2010?

Satisfaction with democracy (/10)

C
or

ru
p
ti

on
 p

er
ce

p
ti

on
 i

n
d
ex

 2
01

0

2 3 4 5 6 7 8 9

2
4

6
8

10



A measure of predictive error: residuals

Residual: The 
difference between 
the predicted value 
and the actual 
value. 

Given a linear 
prediction, the 
residual is the 
vertical distance 
from the point to 
the line.



A measure of predictive error: residuals

Residual: The 
difference between 
the predicted value 
and the actual 
value. 

Given a linear 
prediction, the 
residual is the 
vertical distance 
from the point to 
the line.
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Ordinary least squares (OLS) chooses a predictive 
line by minimizing the sum of squared residuals

For each possible 
predictive line, 
• calculate residuals
• square each 

residual
• add squared 

residuals
Choose the line that 
minimizes that sum. 

OLS: Ordinary least 
squares
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For each possible 
predictive line, 
• calculate residuals
• square each 

residual
• add squared 

residuals
Choose the line that 
minimizes that sum. 

OLS: Ordinary least 
squares
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Ordinary least squares (OLS) chooses a predictive 
line by minimizing the sum of squared residuals



Ordinary least squares (OLS) chooses 
a predictive line by minimizing the 
sum of squared residuals

For each possible 
predictive line, 
• calculate residuals
• square each 

residual
• add squared 

residuals
Choose the line that 
minimizes that sum. 

OLS: Ordinary least 
squares

Sum of squared residuals:

21.92
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Ordinary least squares (OLS) chooses 
a predictive line by minimizing the 
sum of squared residuals

For each possible 
predictive line, 
• calculate residuals
• square each 

residual
• add squared 

residuals
Choose the line that 
minimizes that sum. 

OLS: Ordinary least 
squares

Sum of squared residuals:

53.796
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Ordinary least squares (OLS) chooses 
a predictive line by minimizing the 
sum of squared residuals

For each possible 
predictive line, 
• calculate residuals
• square each 

residual
• add squared 

residuals
Choose the line that 
minimizes that sum. 

OLS: Ordinary least 
squares

Sum of squared residuals:

20.808
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A better way than trial and error!

OLS is a minimization problem, for which calculus is 
a great solution!

We let R do the calculus:

Dependent variable (Y) Independent variable (X)

Intercept of 

regression line
Slope (gradient) 
of regression line



Slope (gradient) and intercept: 
remember y = mx + c? 

The OLS regression line
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Slope (gradient) 
= 0.894

Intercept 
= 2.245



How well does our regression line predict the 
outcome? R²



R²: intuition

How much better are 
the predictions from our 
OLS regression line than 
the predictions from a 
flat line (i.e. not using X 
at all)?

X tells us 
nothing 
about Y

X perfectly 
predicts Y

0

1

How much of the 
variation in Y is 
“explained” by the 
variation in X?

Possible 
values of   

R²

(



R²: calculation
Sum of squared residuals:

20.808
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1� 20.808

66.271
=

Sum of squared residuals:

66.271
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“Total sum 
of squares”



Connections between measures of bivariate 
relationships

Key measures:
• covariance
• correlation
• OLS regression 

output: 
• intercept
• slope 
• R²

For any two variables, 
covariance, 
correlation, and 
regression slope will 
all have the same sign.

Covariance and 
regression slope (but 
not correlation) depend 
on the units

Regression slope 
(but not covariance 
or correlation) 
depends on which is 
Y and which is X

For bivariate relationships, 
R²  = correlation²
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Looking ahead

• Next week: data labs, part 3!
• Next two weeks: multivariate regression and 

statistical inference



The roots of regression

Francis Galton, Journal of the Anthropological Institute of Great Britain and Ireland, 1886.


