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Labour, Lib Dem; Christian, Muslim, conditional logit clogit
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A measure of survival or duration (e.g. Survival or hazard model <tcox

cabinet or war duration)

See glm (generalized linear model) package for many of these.



Generalized linear models

Linear regression model:
E(Y) =a+ Xt + B2 Xo + -+ - + B Xk

Binary logistic models:

log [ZE:: : ;;] =a+ X1+ B2X2 + -+ B Xk

Multinomial logistic models:

P(Y =
log [P((Y ='(I)))] = aj + B X1 + Bjx X2 + - -+ + BjxXk

Ordinal logistic models:

log [ggﬁ 2;] — 0+ BiXi + BoXo 4 + BiXe

Count models:

log [E(Y)] = a+ B1X1 + B Xo + - - - + Bu Xk



Generalized Iinear models Gailmard p. 146:“invertible function of

the model parameter is expressed as
a linear function of the covariate(s)”

Linear regression model:
E(Y)=a+ /X1 + B Xo+ -+ + B Xk

Binary logistic models:

log [gg;: z 8] =a+ 1 X1+ B2 X2 + -+ + B Xk

Multinomial logistic models:

P(Y =j
log [P((Y =é))] = aj + B X1 + Bje X2 + - - - + Bjx Xk

Ordinal logistic models:

log [gg: ij;] =a+ 1 X1 + B2 Xo + - + B Xk

Count models:

log [E(Y)] = a+ Bi1X1 + B Xo + - - - + BuXk
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This week

* Lab: intuition and practice with GLMs in Stata
* This lecture:

* Why | think OLS is enough for estimating treatment
effects (and many other tasks)

* When statistical modeling might be more useful
* Introduction to statistical models based on MLE



Ordinal probit application: Hainmueller and Hiscox 2010

Two economic explanations for (variation in) anti-
immigrant sentiment:

* Labor market competition — natives should oppose
immigrants with skill levels similar to their own

* Fiscal burden — rich natives should be more opposed
to low-skilled immigrants than poor natives (especially
where immigrants use a lot of public services)

Hainmueller and Hiscox ask a sample of US respondents either

Random | A Do you agree or disagree that the US should allow more highly
whether skilled immigrants from other countries to come and live here?

respondent

gesAorB) | B Do you agree or disagree that the US should allow more low-

skilled immigrants from other countries to come and live here!?

7



Hainmueller and Hiscox (2010): why reviewers asked for
ordinal probit

FIGURE 2. Support for Highly Skilled and
Low-skilled Immigration
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Hainmueller and Hiscox (2010): why reviewers asked for
ordinal probit (cont’d)

FIGURE 3. Support for Highly Skilled and Low-skilled Immigration by Respondents’ Skill Level
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Ordered probit

Motivations:

* Predict ordered outcomeY |. Strongly disagree

) ) 2. Disagree
e Characterize the determinants of a 3 Neitier agree nor disagree

latent variable Y* (e.g. support for 4. Agree
immigration) underlying ordered > Strongly agree

outcome Y



Ordered probit: theory

Suppose we observed Y*
(support for immigration),
which in conjunction with
cutpoints Ti, T, etc perfectly
predicts the response given:
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which in conjunction with
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Ordered probit: theory (continued)

We don’t observe Y*, but we Vv
postulate that it is a linear

function of covariates, plus €

random error (standard normal):




Ordered probit: visualization

That implies that given Ty, T, T3, T4 and H; = x; we know the
probability of each outcome:



: visualization

Ordered probit

xiP we know the

That implies that given T4, T, T3, T4 and ;

probability of each outcome:




Ordered probit: visualization

xiP we know the

That implies that given T4, T, T3, T4 and ;
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Ordered probit: visualization (2)




Ordered probit: visualization (3)




Binary probit: a special case with single threshold at 0
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Binary probit: a special case with single threshold at 0

Change from normal CDF to type
| extreme value and it’s a logit!
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Back to Hainmueller and Hiscox

To explicitly test the labor market competition ar-
gument, we estimate the systematic component of the
ordered probit model with the specification. (u_ =Y* = x. B)
| |

u; = @ + yHSKFRAME, + § (HSKFRAME;
.EDUCATION;) + §EDUCATION,; + Z;;

where the parameter y is the lower-order term on the
treatment indicator that identifies the premium that

natives attach to highly skilled immigrants relative to

low-skilled immigrants. The parameter § captures how Z. contains controls: 7 age
the premium for highly skilled immigration varies con- bracket dummies, gender
ditional on the skill level of the respondent. dummy, 4 race dummies

“Notice that because the randomization
orthogonalized HSKFRAME with respect to Z,
the exact covariate choice does not affect the
results of the main coefficients of interest.” p.70




Ordered
probit:
estimation



Ordered How do we estimate B and Ty, T, T3, T4!

probit:
estimation



Ordered How do we estimate B and Ty, T, T3, T4!

Stata: oprobit depvar [indepvars] [weight] [, options]

probit:
estimation



Ordered
probit:
estimation

Stata: oprobit depvar [indepvars] [weight] [, options]

How do we estimate P and Tq, Ty, T3, T4!

. oprobit sh_both hskframe ppeducat hskeduc xx+ [pweight=weightl]

Iteration 0: log pseudolikelihood = -2418.2933
Iteration 1: log pseudolikelihood = -2306.2688
Iteration 2: log pseudolikelihood = -2306.1887
Iteration 3: log pseudolikelihood = -2306.1887
Ordered probit regression Number of obs = 1,589
Wald chi2(8) = 158.52
Prob > chi2 = 0.0000
Log pseudolikelihood = =2306.1887 Pseudo R2 = 0.0464
Robust
sh_both Coef. Std. Err. 2z P>|z| [95% Conf. Interval]
hskframe .7261249 .2025688 3.58 0.000 .3290974 1.123152
ppeducat .2683796 .0484328 5.54 0.000 .1734531 .3633061
hskeduc -.0653202 .0667142 -0.98 0.328 -.1960777 .0654373
xxfemale -.1771998 .0644352 -2.75 0.006 -.3034904 .0509092
xxppagecat -.0110243 .0196088 -0.56 0.574 -.0494569 .0274083
xxWhite -.374742 .0990717 -3.78 0.000 -.5689189 .1805651
xxBlack -.4720909 .1352577 -3.49 0.000 -.7371911 .2069907
xxHispanic .0627729 .2058409 0.30 0.760 -.3406679 .4662136
/cutl -.114744 .1910944 -.4892822 .2597941
/cut2 .5613041 .1905945 .1877457 .9348625
/cut3 1.254911 .1907666 .8810152 1.628807
fcutd 2.258038 .2003352 1.865388 2.650688




Hainmueller and Hiscox: ordered probit results

TABLE 1. Individual Support for Highly Skilled and Low-skilled Immigration—Test of the
Labor Market Competition Model

In Favor of:
High Skilled  Low-skilled In Favor of:
Immigration  Immigration Immigration
(1) (2) 3) (4) (5) (6) (7)
labor force
Dependent Variable in out
EDUCATION 0.21 0.27 0.27 0.33 0.19
(0.05) (0.05) (0.05) (0.06) (0.07)
HSKFRAME 0.54 0.73 0.56 0.73 0.64
(0.07) (0.20) (0.12) (0.28) (0.29)
HSKFRAME-EDUCATION -0.07 -0.08 0.00
(0.07) (0.09) (0.11)
HS DROPOUT -0.41
(0.18)
HSKFRAME-HS DROPOUT 0.24
(0.25)
HIGH SCHOOL -0.16
(0.12)
HSKFRAME-HIGH SCHOOL -0.05
(0.17)
BA DEGREE 0.41
(0.12)
HSKFRAME-BA DEGREE -0.08
(0.16)
(N) 798 791 1589 1589 1589 946 643
Covariates X X X X X X X

Order Probit Coefficients shown with standard errors in parentheses. All models include a set of the covariates age, gender, and
race (coefficients not shown here). The reference category for the set of education dummies is SOME COLLEGE (respondents with
some college education).



Hainmueller and Hiscox: why ordered probit?

Conventional view: “Your outcome is an ordered
categorical variable, so you must estimate an ordered
probit model! (Although | don’t remember exactly
why.)”

But the authors don’t use the model for prediction
(e.g. estimated proportion of respondents answering
category 4 given treatment status, education, gender.)

They report the coefficients (and not the cutoffs!), and
move on to logit for a different outcome: support
more immigration.



Hainmueller and

Hiscox: logit results

To give some sense
of the substantive magnitudes involved, we simulate
the predicted probability of supporting an increase in
immigration (answers “somewhat agree” and “strongly
agree” that the U.S. should allow more immigration)
for the median respondent (a white woman aged 45) for
all four skill levels and both immigration types based
on the least restrictive model (model five in Table 1).

FIGURE 4. Support for Highly Skilled and Low-skilled Immigration by Respondents’ Skill Level

Predicted Probability: In Favor of Increase in Immigration
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Why logit?
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The usual case against the linear probability
model (LPM)

1
|

Outcome Variable (Y)

0
I

Explanatory Variable (X)
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The usual case against the linear probability
model (LPM)

1
|

Outcome Variable (Y)

0
I

Explanatory Variable (X)

* Predictions outside the range of dependent variable
* Heteroskedasticity (violates OLS assumption)

* Non-normal errors (violates OLS assumption*)

* Unrealistic for probability to be linear in X

24
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The defense of the LPM: responses to critiques

* Predictions outside the range of dependent variable
* Is prediction (for outliers) the goal?
* Heteroskedasticity (violates OLS assumption)

e See Huber-White standard errors, other corrections for
heteroskedasticity (robust option in Stata)

* Non-normal errors (violates OLS assumption)

* That assumption is necessary for inference (i.e. valid
standard errors) in small samples, but not asymptotically

(see MHE section 3.1), and not for approximating the
CEF

* Unrealistic for probability to be linear in X

* Yes, especially when probabilities are near | or 0
(ceiling and floor effects); but is probit the right form?

25
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The defense of the LPM: continued

* Advantages of LPM:

* Ease of interpretation. Is that just because you don’t understand log
odds?

* Best linear approximation to the CEF.
* Disadvantage of logit/probit:
e Doesn’t directly give the Average Treatment Effect

» Can convert logit/probit estimates to something equivalent, and in
simulations that is the same as the LPM estimate

* Other quantities of interest are sensitive to omitted variables —
even variables uncorrelated with treatment (Carina Mood, Eur. Soc.
Rev.2010)

* When interest is in coefficient on binary variable (e.g. treatment),
* CEF is linear with respect to variable of interest
* Logit vs LPM matters only if particular kind of covariate imbalance



The defense of the LPM: continued

’ Gailmard pp 171-2

“If the CEF is linear, as it is for a saturated model, [OLS]
gives the CEF.... If the CEF is non-linear, [OLS]
approximates the CEF. Usually it does it pretty well.
Obviously, the LPM won’t give the true marginal effects
from the right nonlinear model. But then, the same is
true for the ‘wrong’ nonlinear model! The fact that we
have a probit, a logit, and the LPM [shows] that we don’t
know what the ‘right’ model is. Hence, there is a lot to
be said for sticking to a linear regression function as
compared to a fairly arbitrary choice of a non-linear
one! Nonlinearity per se is a red herring.”

Steve Pischke

from MHE blog http://www.mostlyharmlesseconometrics.com/2012/07/probit-better-
than-lpm/
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The defense of the LPM: continued
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The defense of the LPM: continued

Highly skilled immigration
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The defense of the LPM: continued
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So why learn anything other than OLS?

There is a lot you could study: standard GLM models, other MLE
estimation models, IRT measurement models, neural nets, random
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(Will statistical modeling help with explanation?)
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So why learn anything other than OLS?

There is a lot you could study: standard GLM models, other MLE
estimation models, IRT measurement models, neural nets, random
forests, Bayesian approaches (e.g. topic models for text) ....

My view: for estimation of treatment effects, you need to focus on
research design, data collection, and presentation. Usually, statistical

modeling beyond OLS (with standard error corrections) is a distraction.

But going beyond OLS can be useful for other goals:
* Prediction (e.g. probability of regime breakdown)

* Measurement (e.g. of regime types, pooling information from multiple
expert surveys)

* Description of relationships (e.g. regime types and development)
(Will statistical modeling help with explanation?)
So let’s get a taste of statistical modeling more generally.
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What is a statistical model?

A statistical model
describes how a dependent
variable (Y) is thought to
have been generated.

More formally, a statistical
model describes a set of

probability distributions
for a random variable (Y).

In any interesting statistical model,
different units have different
distributions, depending on the
features of the unit (e.g. exposure to
treatment vs. control, values of
covariates).
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Random variables and probability distributions

Gailmard 4.3

Gailmard 4.4

A random variable Y takes one of multiple possible
(numerical) values depending on the outcome of an
“experiment”.

Conventional notation:Y is the RV;y is a particular value.

The probability distribution of a random variable Y can be
summarized by

* a cumulative distribution function (CDF) gives Pr(Y <)
* (if discrete) a probability mass function (PMF) gives Pr(Y=y)

* (if continuous) a probability density function (PDF) gives
the derivative of the CDF aty



Normal PDF and CDF
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How probability works
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How (classical) statistics works

Given the data ~
we observe... =« |
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How (classical) statistics works

N

Given the data ~

we observe...

...what set of
probability
distributions...

characterize the
DGP?
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Poisson PMF

Pr(Y =y|\) =

A\Ve~ A

y!

Pr(y|))
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Poisson PMF

A\Ve~ A

Pr(Y =y[X) = ]

Characterizes count of
events (e.g. false
convictions, horse kicks)
observed in a fixed
interval when

* events are independent

* rate of occurrence
(probability per unit
time) is constant (\)

Pr(y|))

0.05 0.10 0.15 0.20 0.25

0.00

y: Number of occurrences
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Poisson PMF Gailmard 6.3
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Pr(Y =ylA) = ]

Characterizes count of = = .
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observed in a fixed ' .
interval when § N .

* events are independent I N .

* rate of occurrence s | | —
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y: Number of occurrences
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Poisson random
variable.
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Single count

Suppose we view the
number of students
sitting in row 3 as a
Poisson random
variable.
(Reasonable?)

1) If A =2, how likely
is the observed
outcome!?

2) If A =5, how likely
is the observed
outcome!?

Pr(y|))
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Single count (2)
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Single count (2)

Suppose we view the
number of students
sitting in row 3 as a
Poisson random variable.

For what value of A is
the observed outcome
most likely?

This is the most basic
illustration of Maximum
Likelihood Estimation

(MLE) for A.

Pr(y|A)
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Joint & conditional probability and independence

For two events E and F, the probability of both events
happening is written

P(E,F) or P(ENF)

joint
probability

The probability of E happening given F is written

P(E|F)

conditional
probability

If E and F are independent,

P(E|F)=P(F)
and:

P(E,F) = P(E) x P(F)
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Suppose we have 5,2, 7,
4 students in these rows.

A=2 A=5

5 0.04 0.18

2 0.27 0.08
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Vector of counts

Suppose we have 5,2, 7,
4 students in these rows.

A=2 A=5

5 0.04 0.18

2 0.27 0.08

7 | 0003 0.10

4 0.10 0.18
Leomn | 3.03/IM | 270.84/IM

product
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Pr(y|A)
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Vector of counts (continued)

We can of course try this for more values of A:

A=2 |A=3|A=4| A=5| A=6

5 | 004 | 010|016 018 | 0.16

2 0.27 0.22 | 0.15| 0.08 0.04

7 10003 | 002 | 006 0.00 | 0.14

4 | o010 | 017|020 018 | 013
ikefivood =

copumn 3.03 | 82.00 (266.39(270.84 | 132.07

product (%

IM)
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Vector of counts (continued)

We can of course try this for more values of A:

A=2 | A=3 |A=4| A=5| A=6
5 0.04 | 0.10 | 0.16 | 0.18 | 0.16
2 027 | 022 | 0.15 | 0.08 | 0.04
7 | 0003 | 002 |006]| 010 | 0.14
4 0.10 | 0.17 | 020 | 0.18 | 0.13
Likelinood =
oum. | 3.03 | 82.00 [266.39| 270.84 | 132.07
™)

Pr(y|A)

0.05 0.10 0.15 0.20 0.25

0.00

NARR
(=2} =W N
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The pmf can be written f(y|\):

a function of y (the observed
data) whose shape depends
on A (the parameter).
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PMF vs Likelihood

f(y|A)

The pmf can be written f(y|\):

a function of y (the observed
data) whose shape depends
on A (the parameter).
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PMF vs Likelihood

f(y|A)

The pmf can be written f(y|\):

a function of y (the observed
data) whose shape depends
on A (the parameter).

PMF
o
»
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_ - A=5
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N
d / hd e - o
E . ’/,\ \\\o
S | . \
o N
Q 1 = —
< [ [ [ [ [
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y: Number of occurrences

But from many of these pmfs
we can derive L(Ay): a
function of A (the parameter)
whose shape depends on y
(the observed data).
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PMF vs Likelihood

f(y|A)

The pmf can be written f(y|\):

a function of y (the observed
data) whose shape depends
on A (the parameter).

PMF
o
»
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_ - A=5
o \
N
O‘ / d o - [ ]
E . ’/,\ \\\o
S | . \
o N
Q 1 = —
< [ [ [ [ [
0 2 4 6 8

y: Number of occurrences

L(Aly)

But from many of these pmfs
we can derive L(Ay): a
function of A (the parameter)
whose shape depends on y
(the observed data).

Likelihood

0.30
I
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I

0.10
I
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A: Rate parameter 44
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Using O to refer to parameters, consider:
0(y) = argmax, L(6|y)

The maximum likelihood estimate (MLE) is the O that makes
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Maximum likelihood

Using O to refer to parameters, consider:

0(y) = argmaxyL(6]y)

The maximum likelihood estimate (MLE) is the O that makes
the observed data (y) most likely.

A general approach to statistical modeling:

* write down f(y|0) (pdf/pmf: probability of outcomes
conditional on parameters), which is also L(0O]y)

» observe data (y:actual outcomes)

* find parameters that maximize L(8|y): the MLE!
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Maximum likelihood (common notation)

L(O]Y)

f(ylay:% ¢ o ,ynlg)
F(110)f(y210) ... f(ynl|0)

I /(o)
i=1
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Maximum likelihood (common notation)

L(O]Y)

f(y‘lay:% ¢ o ,ynlg)
F(110)f(y210) ... f(ynl|0)

I /(o)
i=1

iild assumption
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number of the row.
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Suppose we view the
number of students
sitting in each row as
an independent Poisson
random variable, with A
= X;, where Xx; is the
number of the row.

Pr(y|A)

How likely is the
observed outcome for
rows 3-6!
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Suppose we observe
5,2,7,and 4 students.

Pr(y|A)
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Vector of counts with a covariate

Suppose we observe
5,2,7,and 4 students.

row # students | A = row

3 5 0.1
4 2 0.15
5 7 0.10
6 4 0.13

Likelihood =

column
product (% 206.52
IM)
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Vector of counts with a covariate

Suppose we observe
5,2,7,and 4 students.

row # students | A = row

3 5 0.1
4 2 0.15
5 7 0.10
6 4 0.13

Likelihood =

column
product (% 206.52
IM)

Now suppose A = By +

B1%row, and find Bo, B that
maximize the likelihood.

Pr(y|A)

0.05 0.10 0.15 0.20 0.25

0.00

(R
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y: Number of occurrences




Maximum likelihood (common notation)

LOY) = f(yi1,92,---,Ynl0)
= f(110)f(y210) ... f(ynl0)

= |] f(ul6)
i=1
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= f(1110)f(y210) ... f(ynl6) id assumption
= |] f(ul6)
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Maximum likelihood (common notation)

5(9|Y) = f(yl’ina--wynlg)
= f(1110)f(y210) ... f(ynl6) id assumption

= |] f(ul6)
i—1

The likelihood function for the last MLE problem you just
solved was:
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Maximum likelihood (common notation)

LOY) = f(y1,y2,---,ynl0)
= f(1110)f(y210) ... f(ynl6) id assumption

[ f(w:l0)
i1

The likelihood function for the last MLE problem you just
solved was:

L(6y)

f(y3,v4,9s5, ys|0)
= f(y3|0)f(val0)f(ys!0) f(ys|6)

6
= |] f(wil)
i—3

ﬁ )\yie—)\ B ﬁ (’30 4 xiﬁl)yie—ﬁo—xim

N ol
i=3 i i=3 Yi 4



How statistical models look in research papers

A Statistical Method for Empirical Testing
of Competing Theories

the model spéciﬁcd in equation (1) yields the following

observed-data likelihood function where the latent vari-
Kosuke Imai Princeton University able Z; has been integrated out,
Dustin Tingley Harvard University ,
Lops(©, I{X;, Yi}Y))

N (M (2)
= l_l Z Trmfm(yilxiv BM) .

j=] {m=1

Comparing Interest Group Scores across Time and Chambers: Adjusted
ADA Scores for the U.S. Congress

TIM GROSECLOSE Stanford University Giw:'n this representation, we can estimate a;’s, by’s,
STEVEN D. LEVITT University of Chicago chril :x,. s by maximizing the following likelihood func-
and JAMES M. SNYDER, JR. Massachusetts

L@ b, % 0;5) = [ Il n‘b()’u—

af - bfx,) 1
teT cE(H,S} i€l

b
o o
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How statistical models look in research papers

[deology and Interests in the Political Marketplace

Adam Bonica Stanford University

Assuming independence across candidates and contribu-
tors, the log-likelihood to be maximized is,

n m T 1
LL(YI\,0) =)D > (1 —dy)In(NB

i=l j=1 =] g=0
X (e, [Nije,» O, ) + (dige ) (3.3)

9
In (1 - Z NB(k|Njj,, Un,))

k=0

where Y is an n x m matrix of observed contribution
counts with Vi, being the contribution amount of PAC i
to candidate j in period t;.
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How statistical models look in research papers

How to Analyze Political Attention with Minimal

Assumptions and Costs

Kevin M. Quinn University of California, Berkeley
Burt L. Monroe The Pennsylvania State University
Michael Colaresi Michigan State University
Michael H. Crespin University of Georgia
Dragomir R. Radev University of Michigan

Surveying a suite of algorithms that offer a
solution to managing large document archives.

BY DAVID M. BLEI

Probabilistic
Topic Models

As will become apparent later, it will be useful to write
this sampling density in terms of latent data zy, . . ., Zp.
Here z; is a K-vector with element z4; equal to 1 if doc-
ument d was generated from topic k and 0 otherwise. If
we could observe zy, ..., zp we could write the sampling
density above as

D X w ta
p(Y.Z|m 0) x ﬂ ['[ ('zr.“m n g;;-) .
w=|

d=1 k=1

With this notation, the generative
process for LDA corresponds to the fol-
lowing joint distribution of the hidden
and observed variables,

P(Bss 0,01 20 Wyp)
=[1pB)[]p6.)
(n\ ,p(:u; IO.{ plw, |p1 K %d )), (1)
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Scaling text: wordfish

Instead of counts of students in rows, let’s model something
more interesting: the number of times a political party
mentions a given word in its manifesto.

Suppose rate of use of word j by party i in year t is modeled
as
Nijt = i+ +Bwit
where
e aj is party-year fixed effect
o 1; is word fixed effect
e f3; is word weight, i.e. discrimination parameter

® wj is party i’s position in year ¢
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Scaling text: wordfish

Instead of counts of students in rows, let’s model something
more interesting: the number of times a political party
mentions a given word in its manifesto.
Suppose rate of use of word j by party i in year t is modeled
as
Nijt = i+ +Bwit

where

e aj is party-year fixed effect

o ; is word fixed effect

e 3; is word weight, i.e. discrimination parameter

® wj is party i’s position in year ¢

and we assume word use is iid (conditional on )\ijt ).
Can we estimate «;t, ¥, B, and wi; with MLE? OLS?
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Scaling text: wordfish (2)

Consider this model for the rate

A for party i using word j at time
t

/\z'jt _ ittt Yi+Bwit
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Scaling text: wordfish (2)

Consider this model for the rate

A for party i using word j at time
t

\isp = e%itTV; + B wit
1yt —
where

e (v is party-year fixed effect

e ¥; is word fixed effect

e ,3)- is word weight, i.e. discrimination parameter
® wj is party i’s position in year ¢
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Scaling text: wordfish (2)

Consider this model for the rate

A for party i using word j at time
t

\iip = e%itTY; +Bjwit
1t —
where
e v is party-year fixed effect
e ¥, is word fixed effect
e f3; is word weight, i.e. discrimination parameter

® wj is party i’s position in year ¢

Consider the words “and” and “deficit”.

Q: What values of Y ; and BJ- would
you expect for these words!?
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Scaling text: wordfish (2)

Consider this model for the rate

A for party i using word j at time
t

\iip = e%itTY; +Bjwit
1t —
where
e v is party-year fixed effect
e ¥, is word fixed effect
e f3; is word weight, i.e. discrimination parameter

® wj is party i’s position in year ¢

bR

Consider the words “and” and “deficit”.

Q: What values of Y ; and BJ- would
you expect for these words!?

A: For the word “and”:
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Scaling text: wordfish (2)

Consider this model for the rate
A for party i using word j at time
t

\iip = e%itTY; +Bjwit
1t —
where
e v is party-year fixed effect
e ¥, is word fixed effect
e f3; is word weight, i.e. discrimination parameter

® wj is party i’s position in year ¢

bR

Consider the words “and” and “deficit”.

Q: What values of Y ; and BJ- would
you expect for these words!?

A: For the word “and”:

* high Pj;, because it is a common
word
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Scaling text: wordfish (2)

Consider this model for the rate
A for party i using word j at time
t:

\iip — e%itt¥; +Bwit
1t —
where

e v is party-year fixed effect

e ¥, is word fixed effect

e f3; is word weight, i.e. discrimination parameter

® wj is party i’s position in year ¢

bR

Consider the words “and” and “deficit”.

Q: What values of Y ; and BJ- would
you expect for these words!?

A: For the word “and”:
* high Pj;, because it is a common
word

* small (in magnitude) f3; because its
frequency is not likely to differ
between parties
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Scaling text: wordfish (2)

Consider this model for the rate

A for party i using word j at time
t

\iip — e%itt¥; +Bwit
1t —
where

e v is party-year fixed effect

e ¥, is word fixed effect

e f3; is word weight, i.e. discrimination parameter

® wj is party i’s position in year ¢

bR

Consider the words “and” and “deficit”.

Q: What values of Y ; and BJ- would

you expect for these words!?

A: For the word “and”:

* high Pj;, because it is a common
word

* small (in magnitude) f3; because its
frequency is not likely to differ
between parties

For the word “deficit’:
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Scaling text: wordfish (2)

Consider this model for the rate

A for party i using word j at time
t

\iip — e%itt¥; +Bwit
1t —
where

e v is party-year fixed effect

e ¥, is word fixed effect

e f3; is word weight, i.e. discrimination parameter

® wj is party i’s position in year ¢

bR

Consider the words “and” and “deficit”.

Q: What values of Y ; and BJ- would
you expect for these words!?

A: For the word “and”:
* high Pj;, because it is a common
word

* small (in magnitude) f3; because its

frequency is not likely to differ
between parties

For the word “deficit’:

* lower P;
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Scaling text: wordfish (2)

Consider this model for the rate

A for party i using word j at time
t

\iip — e%itt¥; +Bwit
1t —
where
® «j is party-year fixed effect
e ¥, is word fixed effect
e f3; is word weight, i.e. discrimination parameter

e wj; is party i’s position in year ¢

bR

Consider the words “and” and “deficit”.

Q: What values of Y ; and BJ- would

you expect for these words!?

A: For the word “and”:

* high Pj;, because it is a common
word

* small (in magnitude) f3; because its

frequency is not likely to differ
between parties

For the word “deficit”:
* lower P;

* larger (in magnitude) f3;; for example,
if the right talks about "deficits" more
frequently and party positions are

oriented so that right is positive, B;
should be large and positive.
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FIGURE2 Word Weights vs. Word Fixed Effects. Left-Right Dimension, Germany
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OLS has attractive predictive/descriptive features
independent of a statistical model.

Most importantly, the solution to ,
n
argming, g E (yZ — o — 5@,)
1=1

will give the best (minimum mean squared error) linear
approximation of Y| X and E[Y|X] (the CEF) regardless of

linearity of CEF, distribution of errors.* (Inference also
works asymptotically.)

*This is main message of MHE 3.1 and Gailmard 132-135; see also Gailmard 314 ff.



How does OLS fit in?

OLS has attractive predictive/descriptive features
independent of a statistical model.

Most importantly, the solution to

n 2
argming, g Z (y,,, —a — B$Z>

1=1

will give the best (minimum mean squared error) linear
approximation of Y| X and E[Y|X] (the CEF) regardless of
linearity of CEF, distribution of errors.* (Inference also
works asymptotically.)

But the OLS coefficients are also the MLE in a statistical model where
Y ~ N(ax + BX, 0?) (i.e. mean of & + X, normal error with variance
o?).

*This is main message of MHE 3.1 and Gailmard 132-135; see also Gailmard 314 ff. o7
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General advice

Keep it simple

Keep it linked to an interesting research question

Keep it visual: before (and after) running a model, look at the data!

Learn a little about a lot of techniques (so you can recognize when
you need to know more) and a lot about something

* Get good at Stata, R, or both
* There are many ways to contribute. Choose some combination of:
* better data
* better design (e.g. causal inference)
* better measurement
* better theory
Often one of these makes possible another.



Jones’s “New Portable
Orrery” (1794)
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Jones’s “New Portable
Orrery” (1794)

“All models are wrong, but some are useful.” George Box
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