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Content analysis is a broad field. Our focus: use of text as data in 
quantitative social science.

Sense of huge potential right now: 

Much of social life occurs in texts (speeches, press releases, fatwas, 
laws, letters, books; emails, tweets)

Already huge content, but growing faster than anyone can read:
• 10 mins of worldwide email = 1 Library of Congress
• 1 min of YouTube uploads = 300 hours of video

Text generically hard to interpret, but we’re making progress (?)

An exciting moment



But let’s not get carried away

3

Social science is full of measurement problems:
• How can I measure the economic output of a country?
• How can I measure how democratic a country is?
• How can I measure someone’s partisanship?
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Social science is full of measurement problems:
• How can I measure the economic output of a country?
• How can I measure how democratic a country is?
• How can I measure someone’s partisanship?

In this course, we’re (mostly) talking about efforts to solve 
measurement problems involving text: 
• generating dependent and/or independent variable(s) of a 

regression from textual sources, or 
• characterizing trends in some other concept (e.g. 

partisanship, sentiment) using language as the raw data
Broader field of content analysis includes studies of discourse 
for its own sake. (See chap. 3 of Krippendorff.)



Example 1: Fouirnaies and Hall on regulatory risk
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Research question: In the US, do firms contribute money to 
incumbent politicians in order to obtain preferential 
treatment?
Research design: If so, we would expect responsiveness of 
contributions to election outcomes to be higher for firms 
whose business depends more on government regulation.

Measurement problems: 
• Which firms’ contributions are more responsive to election 

outcomes?
• Which firms are more exposed to government regulation?



Example 1: Fouirnaies and Hall (cont’d)
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Measurement strategy: Generate government exposure 
index from keyword counts in companies’ official annual 
reports (10-K), where they describe risks they face.
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Example 1: Fouirnaies and Hall (cont’d)
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Measurement strategy: Generate government exposure 
index from keyword counts in companies’ official annual 
reports (10-K), where they describe risks they face.

Excerpts from discussion of risks in a sample 10-K:

Keywords: require, regulat, law, polic, federal, …
Principal components analysis (PCA) on counts => single 
index.



Example 1: Fouirnaies and Hall (cont’d)
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Analysis: Shows that contributions from firms with higher 
exposure indices (calculated from counts of keywords) 
respond more to election results. 



Fouirnaies and Hall in context
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This is an example of a dictionary method: researcher 
decides on keywords (perhaps through reading, trial and error, 
reliance on previous literature) and counts occurrences.

Other examples in this week’s reading list:
• Gentzkow et al: counting occurrences of emotionally 

charged words in newspapers as measure of slanted 
journalism

• Baker et al: counting articles mentioning keywords relating 
to economy, policy, and uncertainty as measure of 
economic policy uncertainty 

• Ban et al: counting how many times an entity is 
mentioned as measure of entity’s power



A classification of “text-as-data” methods 

8Grimmer and Stewart (2013), “Text as Data”



Example 2: Larcker & Zakolyukina on deceptive CEOs
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Research question: Can we predict which companies are 
likely to have financial restatements based on what CEOs/
CFOs say in conference calls with investors?

(or)
Is deceptive speech different from truthful speech?



Example 2: Larcker & Zakolyukina, cont’d
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Then fit predictive logit model, with restatement indicator as 
DV, 19 linguistic measures as independent variables.

Strategy: Using lots of previous research, identify groups of 
keywords characteristic of deception



Example 2: Larcker 
& Zakolyukina, 
cont’d
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Larcker & Zakolyukina in context
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This is an example of model-based classification, or classification 
via supervised learning.
This is just like many predictive/explanatory models you have run, 
except the covariates come from text.
When would this be useful for research?
• When you have a fundamentally predictive problem

• Future predictions useful
• There is scholarly interest in showing a connection between 

linguistic features and some outcome
• When you want to label an enormous amount of data based on a 

smaller labeled set (e.g. to generate an outcome, or a covariate)
 



A classification of “text-as-data” methods 
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• Frequencies: How often does this term/theme, or set of terms/
themes, appear in the text?
• Are the themes identified in the text by readers? → qualitative 

data analysis/QDA, software like MaxQDA, NVivo, Atlas.ti
• Are the terms/themes identified in the text via software → 

dictionary methods, sentiment analysis
• Frequencies of co-occurrence: What words tend to appear with 

a given word/phrase? (collocation, co-occurrence, e.g. the work of 
Paul Baker)

• Distinctive words/phrases: What words are especially common 
to a given text/speaker? (keyness, specificity, weirdness, e.g. 
“Fightin’ Words”)



A brief overview of some things to do with text (2)

15



A brief overview of some things to do with text (2)

15

• Grouping: What texts or speakers are similar to each other? 
(clustering, topic modeling e.g. LDA, scaling e.g. Wordfish)



A brief overview of some things to do with text (2)

15

• Grouping: What texts or speakers are similar to each other? 
(clustering, topic modeling e.g. LDA, scaling e.g. Wordfish)

• Classification: I have labeled some of my texts; tell me what the 
labels should be on the rest of the texts! (e.g. Naive Bayes, 
random forests) 



A brief overview of some things to do with text (2)

15

• Grouping: What texts or speakers are similar to each other? 
(clustering, topic modeling e.g. LDA, scaling e.g. Wordfish)

• Classification: I have labeled some of my texts; tell me what the 
labels should be on the rest of the texts! (e.g. Naive Bayes, 
random forests) 

• Scaling: Put these texts in some space based on underlying 
similarities  



A brief overview of some things to do with text (3) 
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Suppose you are doing all of your analysis manually. 
• If you’re following a simple rule to record textual features, the 

computer can do it better.
• If it is difficult to turn your rule into an algorithm, the 

computer might be able to help:
• with data entry/collection (web scraping, keyword 

counting)
• visualizing/analyzing the resulting data
• uncovering the rule that you are actually applying (machine 

learning)
• Your software may be able to show that something you learn 

for a subset of texts is probably more generally true. 



What do you need in order to do things like this? (1)
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• For collecting text and counting features, you probably 
need some programming skills. (These problems are too 
niche for there to be “off-the-shelf” solutions.)
• Web scraping can be very useful for

• getting the text
• getting search counts e.g. in Bloom et al, my paper on 

expenses scandal 
• Given a chunk of text, you need a way to count 

occurrences (e.g. regular expressions)  
• Given many pieces of text, you need to be able to loop 

through them in code and produce output



What do you need in order to do things like this? (2)
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• Optical character recognition (OCR) is also useful given 
printed (e.g. archival) sources
• e.g. in Eggers & Hainmueller (2009) “MPs for Sale”
• built into many PDFs; see Text Fairy for phones

7 volumes of Times Guide to the House of Commons Converted to text by Widener Library digital services

Converted to 
database using 

regular expressions 
to identify party, vote 

count, profession, 
school, date of birth 
for each candidate 



What do you need in order to do things like this? (3)
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• For a new measure (based on dictionary methods or 
otherwise) you’ll need to do validation 

• For classification model,
• Your intro stats skills will be useful!
• But since we don’t focus on prediction/classification, look 

at Introduction to Statistical Learning or elsewhere for 
discussions of 
• overfitting, test/training sets, cross-validation
• model selection & what to do when you have too 

many predictors: regularization, shrinkage, LASSO, 
support vector machines (SVM), ridge regression, naive 
Bayes 



How we validate, with two examples
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Basically, we assess whether a 
measure works for the subset 
of cases where we know what 
it should produce, i.e. where 
we have another valid measure.

Set of all cases 
we want to 
measure

Subset where 
we have 
another valid 
measure

Two examples: 
• Measuring implication in 2009 parliamentary expenses 

scandal with counts of Google News articles (Eggers 
2014)

• Measuring political power with mentions in U.S. 
newspapers (Ban, Fouirnaies, Hall, Snyder 2015)   



Example: Eggers (2014) on expenses scandal
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Research question: How did local strength of 
party preference affect degree to which MPs 
were punished in expenses scandal?

Measurement problem: How much was each 
MP implicated?

Possible measures:
• Amount of money MP spent 
• Amount of money MP was asked to return
• BES survey of voters: “did your MP spend 

money improperly?” 
• Appearance on a list of worst offenders e.g. 

in the Telegraph in May 2009  
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Step 1: count Google 
News hits for MP’s 
name and 
constituency 
between scandal and 
election

Step 2: count hits for 
for MP’s name and 
constituency and 
the word 
“expenses”

Step 3: divide to get 
implication score 



How to validate?
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1. Compare with Telegraph’s list of “saints” and “sinners”

2. Check list against 
substantive knowledge

Top 5

(3. Assess correlation 
with other possible 
measures) 



Example: Ban, Fouirnaies, Hall, and Snyder (2015) on political power
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Research question: Did 
U.S. Progressive-era 
reforms weaken state 
party machines? 

Measurement problem: 
How powerful is the state 
party machine?

Possible measures:
• Historians’ accounts
• Mayhew’s measures, 

which only apply to 
1966-1970 



Ban et al (2015): Using newspaper mentions to measure 
power
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Procedure:
• Gather huge newspaper database from online sources

• 3,000+ newspapers
• 1877-1977
• 60+ million pages of text

• Count instances (by state and year) when the word 
“committee” follows within 5 words of “state”, “county”, 
“district”, “local” etc and “Democratic”, “Republican”, or 
“GOP”



Ban et al (2015): validation: do “mentions” measure power?
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1. Do mayor’s mentions go down when city shifts power to a 
city manager? 
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2. Do congressional 
committees 
recognized as 
powerful get 
mentioned more? 



Ban et al (2015): validation: do “mentions” measure power?
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3. Do members of Congress get mentioned more when they 
occupy leadership positions?



Ban et al (2015): validation: do “mentions” measure power?
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4. How well does measure of party committee power correlate 
with Mayhew’s TPO scores for 1966-1970? [corr > .5]



Resources for learning these tools
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• Google and the internet: endless tutorials, help pages, etc
• Standard texts for getting started in R, Ruby, Python etc
• in R

• stringr (for basic text stuff, regular expressions)
• rvest (for web scraping) 
• Simon Jackman (2006), “Data from the web into R” [old 

school, but still good on basic process]
• Gaston Sanchez (2013), “Handling and processing strings in 

R”
• Pablo Barberá (2013), “Scraping twitter and web data using R”

• Chris Hanretty (2013), “Scraping the web for arts and 
humanities” [Python]



Take-aways for today
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• content analysis is exciting and promising
• research is research:

• big data + amazing stats + boring question = boring 
• big data + amazing stats + bad research design = bad

• there are many fancy things to do (we’ll talk about them)
• before doing those things, you often have to un-fancy things: 

collecting data, counting things
• some of the best research involving text does nothing fancy



Simple example of dictionary methods: Gentzkow et al (“How newspapers 
became informative and why it mattered”, 2006)
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Evidence for a rise in unbiased/informative reporting in U.S. media 1850-1950:
• more papers without explicit political affiliations
• in ancestry.com’s database of scanned newspaper articles, less use of 

“honest” & “slander” relative to “January”:  

http://ancestry.com


Gentzkow et al continued
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Alternative explanation: general change in use of these words. 
The general usage of charged and emotional words did change in the 
nineteenth century, but the change preceded that in the political press by 
about a half century. (Gentzkow et al, 195)
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Alternative explanation: general change in use of these words. 
The general usage of charged and emotional words did change in the 
nineteenth century, but the change preceded that in the political press by 
about a half century. (Gentzkow et al, 195)

(released Dec 2010)



A word about n-grams and the “bag of words”
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n-gram: continuous sequence of 
n words

The phrase “continuous 
sequence of n words” contains 
the following n-grams: 
• unigrams: continuous, 

sequence, of, n, words
• bigrams: continuous 

sequence, sequence of, of n, n 
words

• trigrams: continuous 
sequence of, sequence of n, of 
n words

The bag of words maintains 
word order only within n-grams. 
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ngramr: an R interface for Google Ngram database
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Honest

Honest

Slander

Slander
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Honest
Honest

Slander

Slander

Slander

Honest
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What can Google Ngrams do for you? 
A panel dataset: word frequency in the Google Books corpus by 
ngram-year… 

…and not just in English!

• Doesn’t give you a 
good research question

• Defines the corpus for 
you; you may want 
something narrower

• Handles a huge data 
processing challenge 
(scanning, counting) but 
leaves you with 
another: “s” unigrams 
file in English is 2.3G

But. . .



What lessons to draw from Gentzkow et al?
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• To admire: creative and sensible-seeming measure, linked to 
interesting research question 

• To criticize: validity (and validation) of the measure

How do we assess the validity of a new measure? 

Tricky problem! 

“We have no valid measures of the informativeness of media, so I 
propose X.” 
“Does it work?” 
“I don’t know, because we have no valid measures of the 
informativeness of media.” 


