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Introduction

Overview

Strategies for estimating effects of treatments:

I Randomize treatment and take the DIGM
I Identify and control for confounding variables such that the CIA holds
I Identify an instrumental variable and use two-stage-least-squares to

estimate average treatment effect for compliers
I Identify a situation in which the treatment depends on a cutoff
I Use observations at more than one point in time in a diff-in-diff

Congratulations if you can convincingly do any one of these for any
sample

Today: Going further, can we measure how treatment effects vary across
subgroups?
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Introduction

What do we want to know?

Recall the conditional average treatment effect where X = x:

CATEx ≡ E[Yi(1) − Yi(0)|Xi = x] ≡ E[τi |Xi = x]

In weeks 2 & 3, CATEx was a means to an end: if treatment is as-if
random conditional on X , then we estimate CATEx for each X = x (e.g. by
sub-classification) and average to get the ATE, ATT, ATC.
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Introduction

What do we want to know? (2)

Today we’re talking about measuring and comparing different CATEx as a
goal in itself.

e.g. Who do GOTV interventions affect more? In in what conditions does
incumbency affect elections more?

Why?
I Sometimes because D is a policy and you want to know who it

helps/hurts.
I Usually because your theory/explanation for the effect of D on Y

implies treatment effect heterogeneity.

5/51



Introduction

Plan
By example, explore four methods for studying treatment effect
heterogeneity:

I Analysis in separate subgroups
I Treatment-covariate interactions in regression
I Heterogeneity two-step: estimate treatment effects for subsets,

regress on subset characteristics (→ hierarchical models)
I Machine-learning methods

Consider two pitfalls of studying treatment effect heterogeneity:

I Multiple comparisons problem: risk of concluding there are
differences across subgroups when it’s really random variation

I Confusing your treatment and your covariates: risk of concluding
that you’ve measured the effect of X when really you’ve measured
how the effect of D varies with X
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Four methods for studying treatment effect heterogeneity Analysis in separate subgroups

Incumbency advantage: background

Party incumbency advantage, generally:
I The effect of holding office on electoral success
I How much better does a party do in constituency i at time t if it won in

that constituency at time t − 1 than if it lost?

Reminder: How would you estimate this by RDD?
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Four methods for studying treatment effect heterogeneity Analysis in separate subgroups

Eggers & Spirling (2017): why is heterogeneity
interesting?

Research question: Do voters pay more attention to candidate
characteristics when partisan stakes are lower?

Research design: Compare partisan incumbency advantage in
I Lab-Con battlegrounds (where partisan stakes are higher)
I Lib Dem-Con battlegrounds (where partisan stakes are lower)
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Four methods for studying treatment effect heterogeneity Analysis in separate subgroups

Eggers & Spirling (2017): basic analysis
I Split sample based on identity of top two parties (Con & Lab, Con & Lib Dem)
I Estimate incumbency advantage via RDD in each subgroup

Outcome: Pr(Conservative victory)
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Four methods for studying treatment effect heterogeneity Analysis in separate subgroups

Eggers & Spirling (2017): basic analysis
I Split sample based on identity of top two parties (Con & Lab, Con & Lib Dem)
I Estimate incumbency advantage via RDD in each subgroup

Outcome: Conservative vote share

Conservative vs. Labour
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Four methods for studying treatment effect heterogeneity Analysis in separate subgroups

Hypothesis testing

Suppose we have estimates from separate subgroups, as below.

How do we know if the difference we find is statistically significant?

Effect of Conservative incumbency on
Conservative vote share
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Four methods for studying treatment effect heterogeneity Treatment-covariate interactions in regression

Treatment-covariate interactions: basics

If Di is randomly assigned, then the following should yield the same
estimate of δ̂ ≡ E[τi |Xi = 1] − E[τi |Xi = 0]:

Diff-in-DIGMs:

{
E[Yi |Di = 1,Xi = 1]−E[Yi |Di = 0,Xi = 1]

}
−

{
E[Yi |Di = 1,Xi = 0]−E[Yi |Di = 0,Xi = 0]

}
Interaction in a regression:

E[Yi] = β0 + β1Di + β2Xi + β3Di × Xi
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Four methods for studying treatment effect heterogeneity Treatment-covariate interactions in regression

Application to Eggers & Spirling (2017)

Denote by RVit the margin between the Conservatives and the leading
non-Conservative candidate in constituency i at time t .

Regression to estimate partisan incumbency effect in the whole sample:

E[ConWinit ] = β0 + β1ConWini,t−1 + β2RVi,t−1 + β3ConWini,t−1 × RVi,t−1 + εit

(Restricting to cases where |RVit | < h and weighting by h − |RVit |.)

I Which coefficient is the incumbency effect?
I What would a plot of the predicted outcome as a function of

ConWini,t−1 look like?
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Four methods for studying treatment effect heterogeneity Treatment-covariate interactions in regression

Application to Eggers & Spirling (2017) (3)

How could we extend this regression equation

E[ConWinit ] = β0 + β1ConWini,t−1 + β2RVi,t−1 + β3ConWini,t−1 × RVi,t−1 + εit

to measure different treatment effects for Xi,t−1 = 1 (Con-Lab
constituencies) vs. Xi,t−1 = 0 (Con-LD constituencies)?
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Four methods for studying treatment effect heterogeneity Treatment-covariate interactions in regression

Application to Eggers & Spirling (2017) (4)

Option 1. Assume same relationship between RVi,t−1 and outcome for
X = 1 and X = 0:

E[ConWinit ] = β0 + β1ConWini,t−1 + β2RVi,t−1 + β3ConWini,t−1 × RVi,t−1 +

+β4Xi,t−1 + β5ConWini,t−1 × Xi,t−1 + εit
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Four methods for studying treatment effect heterogeneity Treatment-covariate interactions in regression

Application to Eggers & Spirling (2017) (5)

Option 2. Allow relationship between RVi,t−1 and outcome to vary with X :

E[ConWinit ] = β0 + β1ConWini,t−1 + β2RVi,t−1 + β3ConWini,t−1 × RVi,t−1 +

+β4Xi,t−1 + β5ConWini,t−1 × Xi,t−1 +

+β6RVi,t−1 × Xi,t−1 + β6ConWini,t−1 × RVi,t−1 × Xi,t−1 + εit
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Four methods for studying treatment effect heterogeneity Treatment-covariate interactions in regression

Application to Eggers & Spirling (2017) (6)
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Four methods for studying treatment effect heterogeneity Treatment-covariate interactions in regression

When is winning office in India financially rewarding?

Indian candidates must file financial disclosure forms.

Fisman, Schulz, and Vig’s question: do winners accumulate wealth
faster than losers?

Going further: is winning office more beneficial in more corrupt states?
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Four methods for studying treatment effect heterogeneity Treatment-covariate interactions in regression

Fisman, Schulz, and Vig regression table
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Four methods for studying treatment effect heterogeneity Treatment-covariate interactions in regression

Who is affected by GOTV mobilization?

Since Gerber & Green (2000), dozens of GOTV experiments (many with
available replication data).

Enos, Fowler, and Vavreck (EFV)’s question: do these interventions
remedy existing inequalities in participation (“participation gap”), or
exacerbate them?
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Four methods for studying treatment effect heterogeneity Treatment-covariate interactions in regression

Who is affected by GOTV mobilization? (2)
Could ask about specific covariates available in several datasets, e.g.
gender, age, partisanship.

Enos, Fowler, and Vavreck (EFV)’s clever approach: Denote Yi ∈ {0, 1}
whether unit i voted or not. Then:

I Using only units in the control group and whatever covariates are
available in the data, fit a model like

E[Yi] = α0 + α1Agei + α2Genderi + . . .

I Use the above model to estimate a propensity score p̂(Xi) for all units
in the dataset

I Regress turnout decision on treatment interacted with p̂(Xi):

E[Yi] = β0 + β1Di + β2p̂(Xi) + β3Di × p̂(Xi) + εi

How do we interpret β3 in the above regression?
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Four methods for studying treatment effect heterogeneity Treatment-covariate interactions in regression

Who is affected by GOTV mobilization? (3)

E[Yi] = β0 + β1Di + β2p̂(Xi) + β3Di × p̂(Xi) + εi
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Four methods for studying treatment effect heterogeneity Treatment-covariate interactions in regression

EFV: results from one experiment
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Four methods for studying treatment effect heterogeneity Treatment-covariate interactions in regression

EFV: results from 24 experiments
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Four methods for studying treatment effect heterogeneity Heterogeneity two-step

Heterogeneity two-step: basic idea

So far, looking at how treatment effect depends on features of the
unit/individual.
Now: do treatment effects depend on features of the setting?

Step one: measure the treatment effect in M different settings.

Step two: regress the M treatment effects on setting characteristics.
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Four methods for studying treatment effect heterogeneity Heterogeneity two-step

Heterogeneity two-step: more formally

Step one: using some method (RCT, regression, IV), measure ATE in
each setting m: τ̂m.

Step two: let X1m,X2m, . . . ,XKm denote covariates describing setting m.
Estimate

E[τ̂m] = β0 + β1X1m + β2X2m + . . .+ βK XKm + εm

to describe how τ̂m varies with covariates.
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Four methods for studying treatment effect heterogeneity Heterogeneity two-step

King (1991): testing the “constituency service” hypothesis

Question: Does constituency service explain the incumbency advantage?
Approach: Use the heterogeneity two-step:
I Estimate incumbency advantage in state legislature for each U.S.

state and year
I Regress state-year incumbency advantage on state-year legislative

operating budget and controls
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Four methods for studying treatment effect heterogeneity Heterogeneity two-step

Step 1: State-year estimates of incumbency advantage
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Four methods for studying treatment effect heterogeneity Heterogeneity two-step

Step 2: incumbency advantage as dependent variable
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Four methods for studying treatment effect heterogeneity Heterogeneity two-step

Kasara and Suryanaranan (2014): explaining turnout
inequality

Observation: Although political scientists assume the rich vote more than
the poor, in many places (e.g. India) this is reversed.

Question: When do the rich vote less than the poor and why?

Hypothesis: Political involvement of the rich depends on their potential
tax exposure.

Approach: Use the heterogeneity two-step:
I Estimate relationship between income and turnout using surveys (e.g.

Latinobarometro, Afrobarometer) in 76 countries
I Regress that relationship on (1) political salience of redistribution in

party politics and (2) state’s bureaucratic capacity.

31/51



Four methods for studying treatment effect heterogeneity Heterogeneity two-step

Step 1: country-survey estimate of turnout inequality

Let
I Yi indicate whether respondent i voted,
I IncomeQuintilei denote respondent i’s income quintile (1-5),
I Zi denote control variables for respondent i (age, education, gender,

residence in urban area)

Turnout inequality in a given country-survey is measured by β in
regression*

E[Yi] = α+ βIncomeQuintilei + Ziθ + εi

Denote by β̂j the estimated turnout inequality in country-survey j.

*Actually they run a logistical regression i.e. logit.
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Four methods for studying treatment effect heterogeneity Heterogeneity two-step

Step 1: estimates of turnout inequality
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Four methods for studying treatment effect heterogeneity Heterogeneity two-step

Step 2: turnout inequality and voting polarization

Voting polarization: a
measure of how well income
quintile predicts vote choice.
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Four methods for studying treatment effect heterogeneity Heterogeneity two-step

Step 2: turnout inequality and bureaucratic quality

Bureaucratic quality:
measure by Political Risk
Services Group assessing
independence and
effectiveness of the
bureaucracy.
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Four methods for studying treatment effect heterogeneity Heterogeneity two-step
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Four methods for studying treatment effect heterogeneity Heterogeneity two-step

Towards hierarchical models

The two-step allows us to model treatment effects measured in each
setting as a function of features of the settings.

To make more efficient and flexible: a hierarchical/multilevel approach,
such as (roughly)

E[Yi] = αg[i] + βXi + τiDi + εi

τi = γVg[i] + ωZi + ψVg[i] × Zi + ηi

Key features:
I Treatment effect assumed to vary across individuals
I Treatment effect assumed to depend on features of setting, individual,

and interaction between them.
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Four methods for studying treatment effect heterogeneity Machine learning methods

The feature selection problem

You have data from a randomized experiment:
I outcome
I treatment
I covariates

Your questions: How much do treatment effects vary with covariates?
What treatment combination is most effective? Who is most affected by
the treatment?

The problem: Many treatment combinations and subgroups that could be
compared.

A solution: Use feature selection techniques developed in machine
learning for e.g. genetics, speech/image recognition.
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Four methods for studying treatment effect heterogeneity Machine learning methods

Some recent work on machine learning & causal
inference

I Green and Kern (2012) use Bayesian Additive Regression Trees
(BART) as a predictive model, then estimate CATEs by simulation

I Imai and Ratkovic (2013) use LASSO-like techniques to identify
I most effective GOTV intervention
I most affected subgroups (in job training program)

I Grimmer, Messing, Westwood (2017) use “ensemble methods”
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Pitfalls Multiple comparisons problem

Thought experiment
You do a randomized experiment.
Suppose that
I the treatment Di has no effect for any subject
I you have 20 subgroups indicated by subgroup dummies Xi . . .X20

You run the regression

E[Yi] = τDi + β1X1 + β2X2 + . . .+ β20X20 +

γ1X1 × Di + γ2X2 × Di + . . .+ β20X20 × Di

Questions:
I What should the coefficients be if you ran this regression in the

population, i.e. with infinite data?
I In a sample, what is the probability of finding at least one interaction

significant at the .05 (95%) level?
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Pitfalls Multiple comparisons problem

Thought experiment (2)

The significance level (here, .05) is the probability of a false positive for a
single coefficient.
The probability of not getting any false positives, given k independent
attempts, is (1 − .05)k .
Thus the probability of getting at least one false positive from 20
interaction coefficients is

1 − (1 − .05)20 = .642

This is the multiple comparisons problem.

42/51



Pitfalls Multiple comparisons problem

Detecting the multiple comparisons problem

I Someone tests 12 different interactions and focuses on one barely
significant result

I Someone runs a regression with 35 explanatory variables and
focuses on one barely significant result

I Someone shows insignificant average effects but then focuses on a
subgroup without strong theoretical justification
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Pitfalls Multiple comparisons problem

Correcting the multiple comparisons problem

I Bonferroni correction: Given k tests, reject null at α level if p-value
is below α/k .

I Many other less-conservative (but less straightforward) methods: see
Juliet Schaffer, “Multiple hypothesis testing” (1995)
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Pitfalls Confusing your treatment and your covariates

Remember what is causally “identified”

If Di is randomly assigned in an experiment and you run this regression

E[Yi] = β0 + β1Di + β2Xi + β3Di × Xi

you cannot interpret β2 as the effect of Xi , or β3 as the difference in the
effect of Xi for treated and control units.
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Pitfalls Confusing your treatment and your covariates

Example: Eggers & Spirling (2017)

Eggers & Spirling (2017) show that incumbency effect is larger in Con-LD
seats than Con-Lab seats.

This could be because of differences in partisanship, but what else may
vary with this Xi?

How could we address alternative explanations?
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Pitfalls Confusing your treatment and your covariates

Eggers & Spirling (2017) regression table
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Pitfalls Confusing your treatment and your covariates

More generally

Suppose given random Di you run

E[Yi] = β0 + β1Di + β2Xi + β3Di × Xi

but someone says, “Xi and Zi are related, so maybe Zi is the real reason
why β3 is not zero.”
Then you can run

E[Yi] = β0 + β1Di + β2Xi + β3Di × Xi + β4Zi + β5Di × Zi .

Note that we need no covariates to estimate effect of Di but potentially
many covariates to convince anyone that Xi causes heterogeneity in effect
of Di .
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Conclusion

Treatment effect heterogeneity: concluding thoughts

I All datasets can be described (by e.g. DIGM, regression), but most
don’t allow any credible estimates of (causal) effects

I Variation in treatment effects can be described (by e.g. analysis in
separate subgroups, two-step), but explaining this variation is tricky.

I CATEs are measures like GDP, corruption, etc; explaining CATEs is
like explaining GDP, corruption, etc.
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Conclusion

This course: concluding thoughts

What else is there?

I More causal inference: better regressions for control; sensitivity
analysis; synthetic control methods and their generalizations

I Descriptive techniques: measurement models for text, votes, etc;
machine learning for prediction, classification, etc; hierarchical models

I Statistical inference: randomization inference, bootstrap; Bayesian
methods; more on cluster- and heteroskedasticity-robust standard
errors
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